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Significance

Diaster PreventingEnergy

Aircraft

Agriculture

Urban Seafaring

Monitoring, Predicting, and Understanding the Earth System is the foundation of our world’s daily operation, 

and the key for improving our ability to respond to extreme weather events, and building a more sustainable and 

resilient future.



Earth Observations
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Radar
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• Earth observation systems provide diverse data for weather monitoring, prediction, and 

understanding. 

• Common observation equipment includes weather satellites, radar, and observation stations, among 

others.



The Chanllenges of Data Characters

Spatial coverage and resolution Temporal coverage and resolution

Minute or 

Hour

Daily or 

Weekly
Monthly or 

Yearly

Chanllenge: Different Earth observation equipment generates data with varying 
spatiotemporal resolutions and coverage areas. 



Data Characters and Chanllenges

Sparsity Multi-modal



Earth Monitoring and Forecasting

Super-resolution

(Downscaling)
Variable synthesis Post-processing

Prediction



Case Studies with Weather 

❑ Build AI-powered foundation model for global weather and climate forecasting
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From ECMWF 



FengWu-v1: Task Definition 

 Problem：Predicting future global atmospheric conditions up to fourteen days

 Resolution：0.25 (720*1440) / 0.09

 Region：Global

 Height level：37 / 13 levels

 Atmosphere variables：geopotential、temperature、humidity、u component 

of wind、v component of wind

 Modeling：

 Like physical model，the goal of FengWu is to predict the atmospheric 

variables at the next moment，and then all predictions are obtained by 

autoregressive method

 Spatiotemporal extrapolation
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FengWu-v1: Models

Input Encoder Decoder Output

FengWu

O𝒖𝒕𝒑𝒖𝒕 ෝ𝒙𝑖+1I𝒏𝒑𝒖𝒕 𝒙𝑖

FengWu

I𝒏𝒑𝒖𝒕 ෝ𝒙𝑖+𝟏Output ෝ𝒙𝑖+𝟐

Write

ෝ𝒙𝑖+1 ෝ𝒙𝑖+𝟏

BufferRead

Write

ෝ𝒙𝑖+𝟏

ෝ𝒙𝑖+𝟐

ෝ𝒙𝑖+𝟑

ෝ𝒙𝑖+𝟐

ෝ𝒙𝑖+𝟓

ෝ𝒙𝑖+𝒍

….

 Designs

 Multi-modal network for efficient high-dimensional data representation

 Multi-task loss for efficient model training

 Replay buffer mechanism for long-lead forecasting



FengWu-v1

❑ Long lead skillful forecasting

❑ from 8.5 days to 10.75 days from Z500, and 14 days for t2m

❑ Fast development

❑ Efficiency: Generating the predictions for the next 10 days of all regions in the world

with 1 GPU cards with 30 seconds

Physical models require over 
10K nodes runing one hour 
for generating 10 days’ 
forecasts

FengWu only requires one 
GPU card running 30 seconds 
for generating 10 days’ 
forecasts

Redue the computation costs 
over 2000 times

The model has been deployed in National Meteorological Center of CMA and Hongkong Observation



FengWu-v1

• Verification of TC tracks since 
Sep 2023 (larger sample size), 
including

• Saola 蘇拉

• Haikui 海葵

• Kirogi 鴻雁

• Yun-yeung 鴛鴦

• 2324 nameless

• Koinu 小犬

• Bolaven 布拉萬
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FengWu-v1

• Verification of TC intensity since 
Sep 2023, including

• Saola 蘇拉

• Haikui 海葵

• Kirogi 鴻雁

• Yun-yeung 鴛鴦

• 2324 nameless

• Koinu 小犬

• Bolaven 布拉萬

• Similar to other AI models, 
Fengwu forecast the tropical 
cyclones persistently too weak.
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FengWu-GHR 

◼ Collaborated with CMA, FengWu-GHR is developed which is the first data-driven global medium range 

weather forecasting model that works on the 0.09 degree spatial resolution.

◼ Propose the Decompositional and Combinational Transfer Learning, which opens the door for learning 

higher resolution weather models with limited data and computational resources by utilizing lower 

resolution data (e.g., ERA5) for pretraining and higher resolution data (operational analysis data from 

ECMWF) for fine-tuning.

Han, T., et al. (2024) FengWu-GHR: Learning the Kilometer-scale Medium-range Global Weather 
Forecasting. arXiv:2402.00059 DOI: 10.48550/arXiv.2402.00059



FengWu-GHR 

❑ Evaluations with 18150 stations from NCEI

We conducted evaluations on 18 thousands staions from NCEI

and evaluate the model from July to December of 2022. This

evalution further confirm that FengWu-GHR significantly

improves the prediction performances at all lead times.

❑ Heat waves happened in the summer of 2022 

in Chongqing



FengWu-Cascast for Precipitation Nowcasting

Challenges: Deterministic methods (e.g., Earthformer) can model meso-scale systems but lack

of fine-grained details. Generative methods (e.g., PreDiff) can capture small-scale phenomena

but face challenges in accurately predicting large-scale distributions.

Core idea: decompose the weather dynamics into meso-scale and small-scale systems, and

generate them with deterministic models and latent diffusion transformers separately.



FengWu-Cascast for Precipitation Nowcasting

Comprehensive experiments are conducted on three large scale datasets and demonstrate the
superity of the proposed scheme. (The model is now runing at Shanghai Meteorological Bureau)



Fengwu-GFM: Generalist Foundation Model

Modeling Earth weather systems involves a series of complex subprocesses that are intended

to transform intricate Earth observation data into applications like weather forecasting, downscaling, 

assimilation, re-trieval, and bias correction.

Significant trend in AI research is the development of foundation models, shifting towards large-

scale pre-training and in-context learning.

This poses a challenge: Is it possible to design a universal foundation model capable of handling the variety of 

complex weather understanding tasks and data modalities?
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Fengwu-GFM: Generalist Foundation Model

Challenges: 

• Designing a new specific model for a single-task scenario is time-consuming, and labor-intensive.

• Weather understanding tasks face an intrinsic bottleneck in data scale due to restrictions on 

individual scenes and single observation devices 



Fengwu-GFM: Generalist Foundation Model

Weather understanding tasks involve processing multi-source observational data, such as geostationary 

satellites (GEOS), polar-orbiting satellites (POES), weather radars, and ground observation stations. Each task 

(e.g., weather forecasting, spatial and temporal super-resolution, weather image translation, and post-

processing) utilizes different types of input and output data.

How to unify these tasks and data modalities into a general foundation model?  



Fengwu-GFM: Generalist Foundation Model

Prompt learning

Vision and language prompt designing

Task prompts commonly provide specific task-related input-output pairs.

Weather prompt designing

we proposed three prompts to handle different modalities of input. Support single variable (super-resolution), 

multiple variables (e.g., image translation), and time-series variables(e.g., weather forecasting).



Fengwu-GFM: Generalist Foundation Model

Weather in-context learning: Unify the weather understanding problem as the visual prompting question-

answer paradigm by mask modeling.



Fengwu-GFM: Generalist Foundation Model

Time-series modal Weather Generalist foundation model can achieve strong universal capabilities



Fengwu-GFM: Generalist Foundation Model

Multi-modal Weather Generalist foundation model can achieve strong universal capabilities



Fengwu-GFM: Generalist Foundation Model

Single modal Weather Generalist foundation model can achieve strong universal capabilities



Fengwu-GFM: Generalist Foundation Model

Weather Generalist foundation model outperforms the performance of the single-task model.



Fengwu-GFM: Generalist Foundation Model

Our method can comprehend specific weather cases based on weather prompts rather than being a black box 

model incapable of interactive operations.

OOD tests demonstrate the model’s ability to identify tasks outside the training distribution from new prompts, 

showcasing a degree of generalization.



Summary

Generalist Model is an emerging paradigm that seamlessly integrates AI with

Earth Science.

Generative models plays a key role in the whole process of earth modeling,

including data processing, data fusion, forecasting, and support specific

application.

We have conducted a set of works in the domain that have been proved

effective through real-world deployments.

Looking forward to more discussions



THANK YOU
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